
Software Testing Report 
 
Our initial approach to testing was to try to automatically test as much as possible in our 
code. We decided to use JUnit as our testing framework. Using this framework will allow us 
to create tests in an easily executable way. To prevent brittleness in our tests, which is useful 
as we can expect frequent changes to the code being tested, we used public interfaces to 
build our JUnit tests, as well as testing states rather than interactions (as these are likely to 
change). We also created tests that are concise, so it is easy to work out what is being 
tested, as well as making error and fail output strings that make it clear which test failed. 
 
A further approach we used to create effective tests in JUnit was DAMP tests, giving each 
test a clear name, so when viewing the tests as a whole, it is easy to see what is being 
tested and where the coverage is lacking. We realised that aiming for 100% cover is an 
arbitrary goal that is not necessarily achievable. It was a much clearer goal to look once we 
have made tests and see if we have missed any important sections. Using DAMP tests also 
made it clearer what was being tested at first glance, and when someone was reviewing the 
tests, they wouldn’t have to search through all of the methods to understand what is being 
tested. 
 
When we first started to develop tests, we considered using test doubles. Test doubles allow 
a component to be tested without having to implement other components. However, the 
codebase we took on would have required significant refactoring. It could also have 
overcomplicated tests that would have been simple to create without using test doubles. 
Therefore, we decided not to use test doubles. 
 
Due to difficulties with running a successful Headless Client, a lot of the testing has been 
implemented manually. We achieved this by adding printline statements into certain 
methods, so we could log in the console when they were called. This approach was used 
when testing the scoring system, particularly adding buildings to the network and calculating 
distance related bonuses. 
 
After much work, we succeeded in creating a Headless application of our game. However, 
since so many of the classes are co-dependent, it’s inefficient to create the Headless 
Application for every test, and so a decision was made to focus on play testing for features 
such as building placement, and the score and events display. 
 
When creating tests for the game, we looked at the requirements. To ensure that the game 
works as it should, the majority of the requirements elicited need to be tested, otherwise 
significant sections of the game will not work properly. To make this easier to do we aimed 
for as many tests as possible to be automated in JUnit, however, we knew that some tests 
would have to be manually carried out, and that these would need to be documented with 
identifiers, steps, outcomes and what the category is. 
 
Our project uses a graph object as a method to determine where buildings can be placed, as 
well as where any buildings are actively being placed. One of our tests, BuildingGraphTest, 
attempts to place a building on the graph. Between doing this it returns graph data both 
before and after placing a building on the graph, which allows us to identify whether placing 
the building was successful through an updated graph. 



 
Report on Junit tests 
 
Our Junit test coverage comprises 23 tests, of which none are failing under the current 
implementation. 
 

 
Whilst this by no means assures the validity and robustness of our code, it offers some 
confidence in the building system we have created.  Our tests do not test LibGDX methods 
and gameplay, as we are assuming that all functionality we expect will work due to it being a 
very popular and widely used library, and so will employ within itself strict testing measures. 
Instead, our tests focus on the unique aspect of our implementation, namely, the graphs 
package we created specifically. The tests check the creation of buildings, and the adding of 
buildings to the graph. 
 
Our tests are split into two packages - one which has absolutely no dependence on any 
LibGDX or game ui, and the other which, in order to run, would require a headless 
application. The standalone tests create instances of the building without any data or type, 
and as such are only useful to a limited extent. Due to difficulties running the headless client, 
our tests doing this with building prefabs are incomplete, and so we have had to resort to 
manual testing for these aspects. 
 
Our manual test plan can be found here, and outlines the test cases written in BDD that we 
have identified as procedures of importance. As you can see, it aims to cover all the different 
workflows that can arise from each specific state. Our manual tests were created by 
considering the requirements and the user’s gameplay, as well as filling in any gaps missed 
by the autotest. As a result, there is a clear link between our tests, and the system and user 
requirements. Some of the manual tests we ran are as follows (at least one is specified for 
each requirement): 
 

- The pause button must be visible at all times. The easiest way to test this was to play 
through an entire session of the game to ensure it’s always available, clicking it 
frequently to ensure constant functionality. This test was successful. 
(UR_EASE_OF_USE) 

https://docs.google.com/document/u/0/d/1qnMEz85SOZT7n9Yg7aAoVsHRz6XhARbsNW7c8cgqV5k/edit


- The pause menu should show the correct buttons. This states that the pause menu, 
when opened, needs to show all the required buttons in a traditional pause menu i.e. 
resume, restart, quit. This test was also successful (UR_EASE_OF_USE) 
 

- The game must last 5 minutes. Once again, this was a test that could easily be 
completed by playing through the game and seeing how long it lasts. Whilst we had a 
timer built-in to the project, we wanted to absolutely ensure that the time was 5 
minutes. We used an external phone timer to test this. The test was successful 
(UR_TIME, SR_TIME) 
 

- The user can place a building on the map. The user should be able to select a 
building of their choice from the in-game UI to then be placed where the user 
chooses. This functionality was tested by launching the game and attempting to 
place a building in an open area. This test was successful (UR_BASIC_BUILDINGS, 
SR_PLACE_BUILDINGS, UR_BUILDING_COUNTER, SR_BUILDING_COUNTER) 
 

- The user cannot place a building on a lake or other obstacle. The map was required 
to feature some obstacles which could not be built over by the player, adding an 
additional element of challenge to the game. This functionality was tested by clicking 
on a building and attempting to set it down over a rock, with the rock both at the 
centre of the building and overlapping on the edge. This test was successful 
(UR_BUILDING_LIMITS, SR_BUILDING_RESTRICTIONS) 
 

- The user could not place a building on another building. Similarly to obstacles, the 
game should disallow players from placing a building which overlaps with another 
building. This was tested in the same way as obstacles were; both directly on top of 
the other building and overlapping with another building. This test was successful. 
(UR_BUILDING_LIMITS, SR_BUILDING_RESTRICTIONS) 
 

- The user wishes to save their score to the leaderboard. Our updated brief required us 
to add a leaderboard at the end of the game which allows users to save their score. 
Their score would then be displayed if they were one of the top 5 scores saved. We 
tested this by playing through the game twice; once with a high score and once with 
no score to ensure that scores would only appear on the leaderboard if they were 
supposed to. This test was successful (UR_LEADERBOARD, SR_LEADERBOARD) 
 

- Less distance between accommodation and other buildings resulted in a better 
score. We required additional functionality towards the score, in which strategically 
placing buildings allowed for a better overall score. We tested this using 
accommodation and other building types in different tests, moving the building away 
slowly to see how the score was impacted. A playthrough of the game with the 
buildings at different distances yielded the following results:  
 

Study distance from Accomodation Final score 

4 tiles 3000 



8 tiles 2500 

12 tiles 2000 

 
As you can see, this test was successful. (SR_SATISFACTION, 
SR_BUILDING_EFFECTS) 

 
- Overcrowding causing a decrease in score. Similarly, if an area was too overcrowded 

we needed the score to reflect that. Without overcrowding using the parameters 
mentioned in the previous test (4 tiles) we got a score of 3000. With overcrowding 
this decreased to 1800. This test was successful. (SR_SATISFACTION, 
SR_BUILDING_EFFECTS) 
 

- Score is displayed during gameplay. The score should be visible at all times to the 
player whilst playing and should also be presented to them as a final score once the 
game ends. This was tested by playing through the game and keeping a constant 
watch over the score to ensure that it was updating frequently and showed the 
correct value. This test was successful. (UR_SCORE, SR_METRICS) 
 

- Events happen at appropriate times and frequencies. We needed to ensure that 
events didn’t happen too often, but happened frequently enough that they influenced 
gameplay fairly significantly. We tested this by playing through the game multiple 
times and recording the amount of events to occur each time. Every time, 3 events 
happened at around the same time with each test. We considered this to be a 
suitable frequency, so this test was successful. (UR_EVENTS, SR_EVENTS, 
SR_SATISFACTION) 
 

- The game should feature achievements that are obtained during gameplay. Once 
again, this was a feature that could be tested through normal gameplay. However for 
some achievements we had to play in certain ways to ensure that they actually 
worked. As such, we tested the game multiple times with the goal of focusing on a 
specific achievement each time. Ultimately, we were able to earn every achievement 
at least once, with multiple being earned in a single playthrough at times. This test 
was successful. (UR_ACHIEVEMENTS, SR_ACHIEVEMENTS) 

 
 
When testing the ‘Accommodation building distance bonuses’ and ‘Canteen building 
distance bonuses’, we added code to log to the terminal when the bonus changed, so we 
could place the buildings and verify the bonus was correctly calculated and called. We 
realise that this was a perfect opportunity for unit testing, but due to unforeseen difficulties, 
we were unable to and so were forced to manually test each scenario. 
 
 
Full reports can be found here: 

- https://neon-team-10.github.io/assets/test/index.html 
- https://neon-team-10.github.io/assets/jacocoHtml/index.html 

 

https://neon-team-10.github.io/assets/test/index.html
https://neon-team-10.github.io/assets/jacocoHtml/index.html

